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Meta-Regression Analysis in 
Economics: Lessons Learned1
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1	 This article is a summary of  
a dissertation entitled "Six Essays on 
Meta-Regression Analysis" defended 
at the Institute of Economic Studies, 
Charles University in Prague. The 
dissertation was granted first place 
in the NBS Governor's Award for 
an outstanding dissertation thesis 
or diploma thesis in the area of 
monetary economics, macroecono-
mics, or financial economics, and is 
available freely at http://ies.fsv.cuni.
cz/default/file/download/id/27497. 
I use my maiden name, Iršová, in all 
of my publications.

1. Introduction
In this paper I provide a non-technical summary 
of six papers on macroeconomics, international 
economics, and energy economics. All the papers 
are tied together by the use of meta-regression 
analysis, which is essential for the derivation of 
robust policy-relevant conclusions from often 
conflicting results presented in the empirical 
literature. I  use meta-analysis to quantitatively 
synthesize the reported research results on vari-
ous topics; the technique has been known and 
applied in medical science for many decades, but 
only spread to economics in the 1990s. For each 
topic I correct the literature for publication selec-
tion bias and filter out the effect of various mis-
specifications present in some primary studies. 

My results can be summarized as follows:  
(1) The elasticity of intertemporal substitution in 
consumption, a key input to all dynamic models 
in finance and macroeconomics, varies signifi-
cantly across countries. The differences can be 
explained by the level of stock market participa-
tion, when countries with higher participation 
exhibit larger values of the elasticity; the mean 
reported elasticity is 0.5. (2) The effect of borders 
on international trade, which most authors find 
to be surprisingly large, can be explained away by 
innovations in methodology introduced in the 
last decade. When these innovations are taken 
into account jointly, the border effect disappears 
for developed countries, and is relatively small 
for developing countries. (3) When all published 
estimates of the effect of foreign investment on 
local firms in the same industries are considered 
and corrected for publication bias, the literature 
indicates a  zero effect. (4) Publication bias is 
present also in the literature estimating the ef-
fect of foreign investment on local firms in dif-
ferent industries, but here the corrected effect is 
positive and large. (5) The mean reported price 
elasticity of gasoline demand is exaggerated 
twofold due to publication bias. (6) Finally, I also 
find that publication bias distorts the literature 
estimating the social cost of carbon emissions, 
because researchers tend to preferentially report 
large estimates.

The differences between individual chapters 
of the dissertation, discussed in detail in the next 
section, demonstrate the development of meta-
regression methods in recent years. I discuss the 
evolution of meta-analysis methods and my take 
on best-practice approaches in the field, focusing 
on selection of primary studies, tests of publica-

tion bias, selection of variables, robustness checks, 
and the role of judgement in meta-analysis.

2. Empirical Applications  
of Meta-Analysis in Economics

2.1 Do Borders Really Slash Trade? A Meta-
Analysis 
First chapter of the dissertation thesis focuses 
on the effect of international borders on trade; 
the paper is co-authored with Tomas Havranek 
(Havranek & Irsova 2015). The paper is currently 
at the revise-and-resubmit stage at the IMF Eco-
nomic Review. The finding that international bor-
ders significantly reduce trade, first reported by  
McCallum (1995), has become a stylized fact of in-
ternational economics. A high ratio of trade with-
in national borders to trade across borders, after 
controlling for other trade determinants, implies 
large unobserved border barriers, an implausibly 
high elasticity of substitution between domestic 
and foreign goods, or both. Dozens of researchers 
have attempted to shrink McCallum’s original esti-
mates but the average in the literature is still close 
to those estimated by McCallum (1995): regions 
are likely to trade with foreign regions about fif-
teen times less than with regions in the same 
country. Using previously reported results we 
construct a  large synthetic study that estimates 
the border effect, but corrects for potential publi-
cation or misspecification biases.

We collect 32 aspects of studies, such as the 
characteristics of data, estimation, inclusion of 
control variables, number of citations, and infor-
mation on the publication outlet. To explore how 
these characteristics affect the estimates of the 
border effect, we employ Bayesian model aver-
aging (Raftery et al. 1997). The method addresses 
model uncertainty inherent in meta-analysis by 
estimating regressions comprising the potential 
subsets of the study aspects and weighting them 
by statistics related to the goodness of fit.

Our results suggest that many innovations in 
estimating the gravity equation systematically af-
fect the reported border effect: for example, the 
use of disaggregated data, consistent measure of 
within and between-country distance, data on 
actual road or sea distance instead of the great-
circle distance, control for multilateral resistance, 
and the use of the Poisson pseudo-maximum 
likelihood estimator. When we put these influenc-
es together and compute a  general equilibrium 
impact of borders conditional on best practice 

http://ies.fsv.cuni.cz/default/file/download/id/27497
http://ies.fsv.cuni.cz/default/file/download/id/27497


B
I

A
T

E
C

14	 ročník 24, 1/2016

C e n a  g u v e r n é r a  NBS 

methodology, we find that borders reduce inter-
national trade by only 28% worldwide. The border 
effects differ significantly across regions – we ob-
tain large estimates for developing and transition 
countries, but estimates close to zero for most 
OECD countries. Finally, we find little evidence of 
publication bias in the literature: researchers do 
not preferentially report positive or statistically 
significant estimates of the border effect. 

2.2 A Meta-Analysis of Intra-Industry FDI 
Spillovers 
The second chapter of the dissertation presents 
a meta-analysis of the empirical literature on hori-
zontal productivity spillovers from foreign direct 
investment (FDI) – the effect of foreign presence 
on the productivity of domestic competitors. It is 
a  joint work with Tomas Havranek published in 
the Czech Journal of Economics and Finance (Ha-
vranek & Irsova 2010). We gather a sample of 97 
models from 67 studies published either in aca-
demic journals or as working papers. Using the 
vote-counting method, we find that the spillover 
effect does not seem to be statistically significant 
in general; employing the approach of Djankov 
& Murrell (2002), on the other hand, we find evi-
dence that positive spillovers from FDI might ex-
ist. Nevertheless, this is not the case of the nar-
rower sample of studies that were published in 
the best economics journals or that use panel 
and firm-level data – their combined t statistics 
is insignificant almost in any case. Once publica-
tion selection bias is accounted for, the aggre-
gated effect is insignificant. Therefore, we argue 
that there is no persuasive empirical evidence on 
intra-industry spillovers. If there are any horizontal 
spillover effects, their signs and magnitudes vary 
from country to country and from industry to in-
dustry.

We further investigate which study aspects 
affect the reported significance and polarity of 
spillovers. We employ robust methods as well 
as pseudo-panel data methods (Meyer & Sinani 
2009) and probability models (Wooster & Diebel 
2006). We find that, in general, study results are 
predictably affected by its design, namely by the 
usage of cross-sectional or panel data, indus-
try- or firm-level aggregation, and specification 
of the proxy of foreign presence in the industry. 
Our results suggest that cross-sectional studies 
tend to report excessively high spillovers, as well 
as models with industry-level aggregation and 
employment as a proxy for foreign presence do. 
However, this pattern appears to become weaker 
over time, suggesting that newer studies may suf-
fer from such a bias less. Following Card & Krueger 
(1995), we test for publication bias in the spillover 
literature. We do not find evidence of publica-
tion bias employing this methodology. When the 
preferred funnel asymmetry test (Doucouliagos  
& Stanley 2009) is used, however, moderate publi-
cation bias is identified in the literature.

Contrary to Gorg & Strobl (2001), our meta-
regression analysis shows that the definition of 

the proxy for foreign presence is important as 
well and can also bring predictable results. But 
many studies do not report sensitivity analysis 
with respect to the definition of foreign presence. 
When they do, as for instance Gersl (2008), they 
often find that the spillover effect is not robust. 
Such pattern of predictability is widespread in 
economics research (more in Stanley 2001). It is 
natural that heterogeneous research brings het-
erogeneous results. Researchers should, however, 
be aware of the predictability pattern, best iden-
tified by meta-regression analyses, and report  
thorough robustness checks.

2.3 Demand for Gasoline Is More Price-
Inelastic than Commonly Thought 
The chapter on the price elasticity of gasoline de-
mand is a joint work with Karel Janda and Tomas 
Havranek and was published in Energy Econom-
ics (Havranek et al. 2012). For the purposes of 
government policy concerning energy security, 
optimal taxation, and climate change, precise es-
timates of the price elasticity of gasoline demand 
are of principal importance. For example, if gaso-
line demand is highly price-inelastic, taxes will 
be ineffective in reducing gasoline consumption 
and the corresponding emissions of greenhouse 
gases. During the last 30 years the topic has at-
tracted a lot of attention of economists who pro-
duced a plethora of empirical estimates of both 
short- and long- run price elasticities. Yet the esti-
mates vary broadly.

Two international meta-analyses of the elastic-
ity of gasoline demand have been conducted (Es-
pey 1998; Brons et al. 2008). These meta-analyses 
examine carefully the causes of heterogeneity 
observed in the literature. The average short- and 
long- run elasticities found by these meta-analy-
ses were -0.26 and -0.58 (Espey 1998) and -0.34 
and -0.84 (Brons et al. 2008). None of the meta-
analyses, however, corrected the estimates for 
publication selection bias. We employ recently 
developed meta-analysis methods to test for 
publication bias and estimate the corrected elas-
ticity beyond. The mixed-effects multilevel meta- 
regression takes into account heteroscedasticity, 
which is inevitable in meta-analysis, and between-
study heterogeneity, which is likely to occur in 
most areas of empirical economics. We do not, 
however, investigate heterogeneity explicitly, as 
this issue was thoroughly examined by the two 
previous meta-analyses. Although our estimates 
of average elasticity are not directly comparable 
with Espey (1998) and Brons et al. (2008), we ar-
gue there is a strong case for the presence of pub-
lication bias in favor of larger negative estimates 
of elasticities in the literature.

We find the publication bias to be strong in this 
literature; when we correct for the bias, we obtain 
estimates of short- and long-run elasticities that 
are approximately half, compared to the results of 
the previously published meta-analyses and also 
to the simple mean of all estimates in our sample 
of literature. If the simple mean reflects our pro-
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fession’s impression about the magnitude of the 
price elasticity of gasoline demand, the impres-
sion exaggerates the true elasticity twofold. The 
estimated elasticities corrected for publication 
bias, -0.09 for the short run and -0.31 for the long 
run, are average across many countries, meth-
ods, and time periods; we report them as refer-
ence values. A similar pattern of publication bias, 
however, is likely to appear in any subset of the 
literature. Thus large negative estimates of price 
elasticities should be taken with a grain of salt.

2.4 Publication Bias in the Literature on FDI 
Spillovers
Here I  focus on spillovers from foreign direct in-
vestment to local firms; it is a joint work with To-
mas Havranek published in the Journal of Devel-
opment Studies (Havranek & Irsova 2012). Policy 
makers, especially in transition and developing 
countries, usually encourage inward FDI in ex-
pectation that domestic firms in the same sec-
tors benefit from know-how brought by foreigner 
investors. Moreover, many of such policy makers 
believe those firms in supplier sectors benefit 
from direct knowledge transfers from foreigners, 
and perhaps also that firms in customer sectors 
benefit from higher-quality intermediate inputs 
produced by foreigners. The search for spillovers 
has given rise to a burgeoning stream of empiri-
cal literature in development economics, and we 
investigate 57 such papers in this meta-analysis.

In contrast to the earlier meta-analyses on FDI 
spillovers (Gorg & Strobl 2001; Meyer & Sinani 
2009), we examine backward and forward sp-
illovers in addition to horizontal spillovers. Using 
a large data set, we employ modern meta-analy-
sis methods developed by Stanley (2005; 2008) to 
estimate the underlying spillover effects and the 
magnitude of publication bias. We present indi-
vidual surveys for each country inspected in the 
literature and construct a  unique cross-country 
data set of estimated spillovers. Furthermore, we 
retrieve estimates of publication bias for each 
study and examine how the intensity of publica-
tion selection depends on the characteristics of 
the authors, such as affiliation, experience, and 
tenure pressure.

Our results suggest that the average effect of 
foreign affiliates on the productivity of their local 
competitors (horizontal spillover) is economi-
cally insignificant. The effect of foreign affiliates 
on their local customers (forward spillover) is 
likewise negligible. On the other hand, we de-
tect a  statistically significant and economically 
meaningful effect of foreign affiliates on their 
local suppliers (backward spillover). Specifically,  
a 10-percentage-point increase in foreign pres-
ence is associated with a  1.2% boost to the 
productivity of domestic firms in supplier sec-
tors. Such a  spillover effect is consistent with 
subsidies for FDI. While the average backward 
spillover is robustly positive, it differs signifi-
cantly across countries. The degree of economic 
development plays an important role in explain-

ing the difference, but it is not the only one. In 
a companion paper (Havranek & Irsova 2011) we 
examine in detail what causes the differences in 
the reported FDI spillovers.

2.5 Cross-Country Heterogeneity in 
Intertemporal Substitution
This chapter focuses on the cross-country hetero-
geneity in intertemporal substitution; it is a joint 
work with Roman Horvath, Tomas Havranek, and 
Marek Rusnak (Havranek et al. 2015a). The paper 
was published in the Journal of International Eco-
nomics. The elasticity of intertemporal substitu-
tion in consumption (EIS) reflects households’ will-
ingness to substitute consumption between time 
periods in response to changes in the expected 
real interest rate. Therefore it represents a crucial 
parameter for a wide range of economic models 
involving intertemporal choice, from modeling 
the behavior of aggregate savings and the im-
pact of fiscal policy to computing the social cost 
of carbon emissions, and has been estimated and 
used by hundreds of researchers. Most of them 
would agree with Ai (2010, p. 1357), who starts his 
discussion of calibration by noting that “empirical 
evidence on the magnitude of the EIS parameter 
is mixed.”

In this paper we collect 2,735 estimates of the 
elasticity of intertemporal substitution reported 
in 169 studies and review the literature quanti-
tatively using meta-analysis methods. While con-
trolling for differences in methodology, we focus 
on explaining country-level heterogeneity. The 
studies in our sample provide us with estimates 
of the EIS for 104 countries, and we show that the 
mean values reported for the countries vary sub-
stantially. We build on the vast amount of litera-
ture that explores the heterogeneity in the EIS at 
the micro level.

The mean estimate of the elasticity of intertem-
poral substitution reported in empirical studies is 
0.5, but we show that cross-country differences 
are important. Since it is often unclear which as-
pects of methodology should matter for the mag-
nitude of the estimated EIS, we include all 30 that 
we collect and employ Bayesian model averaging 
(Raftery et al. 1997) to deal with the resulting mod-
el uncertainty. Our findings suggest that a larger 
EIS is associated with higher per capita income 
of the country, and especially with higher stock 
market participation. According to our baseline 
model, a 10-percentage-point increase in the rate 
of stock market participation is associated with an 
increase in the EIS of 0.24. Moreover, wealth and 
asset market participation are also important at 
the micro level: studies estimating the EIS using 
a sub-sample of rich households or asset holders 
find on average an EIS larger by 0.21.

2.6 Selective Reporting and the Social Cost 
of Carbon
The last chapter focuses on social costs of car-
bon emissions; it is a  joint work with Tomas Ha-
vranek, Karel Janda, and David Zilberman and 
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was published in Energy Economics (Havranek et 
al. 2015b). The social cost of carbon (SCC) is a key 
parameter for the formulation of climate policy. If 
the SCC was pinned down precisely, policy mak-
ers could use the parameter to set the optimal 
carbon tax. For this reason, dozens of researchers 
using different families of models have estimated 
the SCC – but their findings and the resulting 
policy implications vary greatly. Several previous 
studies have offered quantitative surveys of the 
literature (Tol 2005; 2013), focusing especially on 
the characteristics of study design that may influ-
ence the reported estimates, but no study has 
discussed nor tested for the potential selective 
reporting bias in the estimates of the social cost 
of carbon.

In contrast to most subjects of meta-analysis in 
economics, the SCC is not estimated in a regres-
sion framework. Rather, it is a result of a complex 
calibration exercise, and the uncertainty sur-
rounding the estimates is usually determined via 
Monte Carlo simulations. Therefore the literature 
lacks the usual suspects when it comes to poten-
tial selective reporting: specification search across 
models with different control variables, choice of 
the estimation technique, and the selection of the 
data sample. On the other hand, the authors have 
the liberty to choose among many possible val-
ues of the parameters that enter the computation 
and influence both the estimated magnitude of 
the SCC and the associated uncertainty. Despite 
the difficulty in computing the SCC, we believe it 
is worth trying to pin down this crucial parameter. 
Testing for the potential selective reporting bias 
represents a part of this effort.

We examine 809 estimates of the SCC reported 
in 101 primary studies. We employ meta-regres-
sion methods commonly used in economics and 
other fields to detect potential selective report-
ing in the literature. Our results suggest that, on 
average, the authors of primary studies tend to 
report preferentially estimates for which the 95% 
confidence interval excludes zero, which creates 
an upward bias in the literature. In other words, 
we observe that small estimates of the SCC are 
associated with less uncertainty (expressed as 
the approximate standard error used to compute 
the lower bound of the confidence interval) than 
large estimates. The finding suggests that some 
small estimates with large uncertainty – that is, 
not ruling out negative values of the SCC – might 
be selectively omitted from the literature. Our re-
sults also indicate that selective reporting tends to 
be stronger in studies published in peer-reviewed 
journals than in unpublished manuscripts.

3. Conclusion: Lessons Learned
The papers included in the dissertation and sum-
marized on the previous pages use many differ-
ent meta-analysis methods, which might puzzle 
the reader. One of the reasons for the differences 
is the time when these papers where published, 
which reflects the evolution of meta-regression 
methods; sometimes, however, the choice of 

a particular meta-analysis technique depends on 
the specific data set or research question under 
examination. Up-to-date guidelines for conduct-
ing meta-regression analysis in economics are 
provided by Stanley et al. (2013), but I still consid-
er it useful to briefly summarize my take on best-
practice methods in the field and provide prac-
tical details that are missing in other guidelines. 
I structure the discussion into several paragraphs 
according to the issues that meta-analysts face.

Selection of primary studies. The first prob-
lem that a meta-analyst faces is which studies to 
include in the meta-analysis. The typical recom-
mendation (Stanley 2001) is to use all studies es-
timating the parameter in question, if possible. 
Sometimes, however, such an approach is not 
feasible because hundreds or even thousands of 
papers exist on the topic. In this dissertation it is 
the case of, for example, the literature estimat-
ing the elasticity of intertemporal substitution 
in consumption. Rather than selecting a random 
sample of studies, I  argue it makes sense to fo-
cus on published studies only. Published studies 
can be, ex ante, expected to be of higher quality, 
are better typeset (which makes data collection 
easier and reduces the danger of typos), and un-
like working papers, for published studies there is 
only one version available (which makes it easier 
to date the study). Moreover, several meta-anal-
yses show that there is little difference between 
published and unpublished studies in the extent 
of publication bias (Rusnak et al. 2013).

Tests of publication bias. I  prefer the funnel 
asymmetry test discussed by Stanley (2005), be-
cause it has been shown to perform well in Mon-
te Carlo simulations and is very intuitive. The test 
is based on the realization that in the absence of 
publication bias there should be no systematic 
relation between estimates and their standard 
errors. The authors of primary studies usually re-
port t-statistics for their estimates, which means 
that they assume that the ratio of the estimates to 
their standard errors have a t-distribution, which 
in turn implies that estimates and standard errors 
should be statistically independent quantities. If, 
on the other hand, researchers prefer to publish 
estimates with a particular sign or statistical sig-
nificance, estimates will be correlated with stand-
ard errors. The regression is heteroskedastic, so 
weighted least squares (with inverse of the vari-
ance as the weight) should be used. If possible, 
researchers should use study-level fixed effects 
and cluster standard errors at the study level. I also 
recommend using the inverse of the square root 
of the number of observations as an instrument 
for the standard error. If the meta-analyst fails 
to control for a  method choice that affects the 
estimates and their standard errors in the same 
direction, he or she obtains biased estimates of 
the extent of publication bias. The inverse of the 
square root of the number of observations is usu-
ally a valid instrument, because it is obviously cor-
related with the standard error, but not correlated 
with most method choices.
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Selection of variables. Most applications of 
meta-analysis involve dozens of variables that may 
potentially affect the magnitude of the parameter 
in question. It is not clear which variables should be 
selected in the baseline model, because for many 
of them we have little theoretical guidance (for ex-
ample, the effect of the number of observations), 
but we still want to control for these aspects of 
study design. I recommend not to use sequential 
t-tests and remove the least significant variables 
one by one; such an approach is not statistically 
valid. Instead, meta-analysts should use Bayesian 
model averaging, which is a method that formally 
addresses model uncertainty in meta-analysis. 
The methods runs millions of regressions with dif-
ferent combinations of all explanatory variables 
and makes a  weighted average over them (with 
weights being approximately proportional to the 
goodness of fit of the individual models).

Robustness checks. It is a  matter of taste 
whether to use weighted least squares in meta-
analysis when other explanatory variables than 
the standard error are included. Tom Stanley 
argues to always use weighted least squares, 
because of the heteroskedasticity problem and 
because weighting always gives priority to more 
precise results. I prefer not to weight the regres-
sion by precision if the regression contains vari-
ables defined on the study level, like the number 
of citations. Because precision differs for each esti-

mate within a study, weighting by precision intro-
duces artificial variation in these variables. Since 
both approaches often yield very different results, 
it might be a good idea to report the results of the 
other approach as a robustness check. Moreover, 
if the meta-analyst cannot use study-level fixed 
effects when estimating publication bias (for ex-
ample, because many studies report only one es-
timate), it is advisable to report both simple OLS 
estimates and mixed-effects estimates (which 
give each study approximately the same weight 
even though different studies report a  different 
number of estimates).

Judgment in meta-analysis. Although meta-
analysis is a  formal method of literature surveys, 
it does not mean that it is judgment-free. I argue 
that a  good meta-analysis should discuss which 
method choices in the primary studies are prefer-
able and, if possible, it should try to construct an 
estimate of the mean effect corrected for both 
publication bias and misspecifications in primary 
studies. In practical terms, the estimate is derived 
as a  linear combination from the final specifica-
tion, when the meta-analyst plugs in the preferred 
values for each variable (for example, “1” for the 
dummy variable that reflects whether the primary 
study controls for endogeneity by instrumenting 
the explanatory variable). Such “best practice” esti-
mation is often controversial, but I believe it is the 
principal value added of any meta-analysis.
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